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Abstract

What is the best way to learn a universal face repre-
sentation? Recent work on Deep Learning in the area of
face analysis has focused on supervised learning for spe-
cific tasks of interest (e.g. face recognition, facial landmark
localization etc.) but has overlooked the overarching ques-
tion of how to find a facial representation that can be read-
ily adapted to several facial analysis tasks and datasets.
To this end, we make the following 4 contributions: (a)
we introduce, for the first time, a comprehensive evaluation
benchmark for facial representation learning consisting of
5 important face analysis tasks. (b) We systematically in-
vestigate two ways of large-scale representation learning
applied to faces: supervised and unsupervised pre-training.
Importantly, we focus our evaluations on the case of few-
shot facial learning. (c) We investigate important proper-
ties of the training datasets including their size and qual-
ity (labelled, unlabelled or even uncurated). (d) To draw
our conclusions, we conducted a very large number of ex-
periments. Our main two findings are: (1) Unsupervised
pre-training on completely in-the-wild, uncurated data pro-
vides consistent and, in some cases, significant accuracy
improvements for all facial tasks considered. (2) Many ex-
isting facial video datasets seem to have a large amount of
redundancy. We will release code here for pre-trained mod-
els and data to facilitate future research.

1. Introduction
Supervised learning with Deep Neural Networks has

been the standard approach to solving several Computer Vi-
sion problems over the recent past years [27, 53, 60, 29, 39].
Among others, this approach has been very successfully ap-
plied to several face analysis tasks including face detec-
tion [6, 81, 17, 36], recognition [58, 68, 69, 77, 16] and

landmark localization [2, 3, 87, 70]. For example, face
recognition was one of the domains where even very early
attempts in the area of deep learning demonstrated perfor-
mance of super-human accuracy [49, 62]. Beyond deep
learning, this success can be largely attributed to the fact
that for most face-related application domains, large scale
datasets could be readily collected and annotated, see for
example [7, 3].

There are several concerns related to the above approach.
Firstly, from a practical perspective, collecting and annotat-
ing new large scale face datasets is still necessary; examples
of this are context-dependent domains like emotion recogni-
tion [23, 63, 64] and surveillance [5, 21], or new considera-
tions of existing problems like fair face recognition [55, 61].
Secondly, from a methodological point of view, it is unsat-
isfactory for each and every application to require its own
large-scale dataset, although there is only one object of in-
terest, that is the human face.

To this end, we investigate, for the first time to our
knowledge, the task of large-scale learning universal facial
representation in a principled and systematic manner. In
particular, we shed light to the following research questions:
• “What is the best way to learn a universal facial repre-

sentation that can be readily adapted to new tasks and
datasets? Which facial representation is more amenable
to few-shot facial learning?”

• “What is the importance of different training dataset
properties (including size and quality) in learning this
representation? Can we learn powerful facial feature rep-
resentations from uncurated facial data as well?”
To address the aforementioned questions, we make the

following 4 contributions:
1. We introduce, for the first time, a comprehensive and

principled evaluation benchmark for facial representation
learning consisting of 5 important face analysis tasks,
namely face recognition, AU recognition, emotion recog-
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Figure 1: We advocate for a new paradigm to solving face analysis based on the following pipeline: (1) collection of large-
scale unlabelled facial dataset, (2) (task agnostic) network pre-training for universal facial representation learning, and (3)
facial task-specific fine-tuning. Our main result is that even when training on a completely in-the-wild, uncurated dataset
downloaded from Flickr, this generic pipeline provides consistent and, in some cases, significant accuracy improvements for
all facial tasks considered.

nition, landmark localization and 3D reconstruction.
2. Within this benchmark, and for the first time, we sys-

tematically evaluate 2 ways of large-scale representation
learning applied to faces: supervised and unsupervised
pre-training. Importantly, we focus our evaluations on
the case of few-shot facial learning where only a limited
amount of data is available for the downstream tasks.

3. We systematically evaluate the role of datasets in learning
the facial feature presentations by constructing training
datasets of varying size and quality. To this end, we con-
sidered ImageNet, several existing curated face datasets
but also a new in-the-wild, uncurated face dataset down-
loaded from Flick.

4. We conducted extensive experiments to answer the afore-
mentioned research questions and from them we were
able to draw several interesting observations and conclu-
sions.
Our main findings are: (a) Even when training on a

completely in-the-wild, uncurated dataset downloaded from
Flickr, unsupervised pre-training pipeline provides consis-
tent and, in some cases, significant accuracy improvements
for all facial tasks considered. (b) We found that many ex-
isting facial video datasets seem to have a large amount of
redundancy. Given that unsupervised pre-training is cheap
and that the cost of annotating facial datasets is often signif-
icant, some of our findings could be particularly important
for researchers when collecting new facial datasets is un-
der consideration. Finally, we will release code, pre-trained
models and data to facilitate future research.

2. Related Work
Facial transfer learning: Transfer learning in Computer
Vision typically consists of ImageNet pre-training followed
by fine-tuning on the downstream task [53, 15, 10]. Because
most recent face-related works are based on the collection
of larger and larger facial datasets [24, 3, 44], the impor-
tance of transfer learning has been overlooked in face analy-
sis and, especially, the face recognition literature. ImageNet

pre-training has been applied to face analysis when train-
ing on small datasets is required, for example for emotion
recognition [45], face anti-spoofing [48] and facial land-
mark localization [70]. Furthermore, the VGG-Face [47]
or other large face datasets (e.g. [44]) have been identi-
fied as better alternatives by several works, see for exam-
ple [19, 30, 78, 31, 52, 51, 48, 33, 37]. To our knowl-
edge, we are the first to systematically evaluate supervised
network pre-training using both ImageNet and VGG-Face
datasets on several face analysis tasks.
Facial datasets: The general trend is to collect larger and
larger facial datasets for the face-related task in hand [24,
3, 44]. Also it is known that label noise can severely im-
pact accuracy (e.g. see Table 6 of [16]). Beyond faces, the
work of [40] presents a study which shows the benefit of
weakly supervised pre-training on much larger datasets for
general image classification and object detection. Similarly,
we also investigate the impact of the size of facial datasets
on unsupervised pre-training for facial representation learn-
ing. Furthermore, one of our main results is to show that a
high-quality facial representation can be learned even when
a completely uncurated face dataset is used.
Few-shot face analysis: Few-shot refers to both low data
and label regime. There is very little work in this area.
To our knowledge, there is no prior work on few-shot
face recognition where the trend is to collect large-scale
datasets with millions of samples (e.g. [24]). There is no
systematic study for the task of emotion recognition, too.
There is only one work on few-shot learning for facial land-
mark localization, namely that of [1] which, different to
our approach, proposes an auto-encoder approach for net-
work pre-training. To our knowledge, our evaluation frame-
work provides the very first comprehensive attempt to eval-
uate the transferability of facial representations for few-shot
learning for several face analysis tasks.
Semi-supervised face analysis: Semi-supervised learning
has been applied to the domain of Action Unit recognition
where data labelling is extremely laborious [83, 85, 84]. Al-



though these methods work with few labels, they are do-
main specific (as opposed to our work), assuming also that
extra annotations are available in terms of “peak” and “val-
ley” frames which is also an expensive operation.
Unsupervised learning: There is a very large number
of recently proposed unsupervised/self-supervised learning
methods, see for example [74, 8, 80, 43, 25, 11, 9, 12, 22].
To our knowledge, only very few attempts from this line
of research have been applied to faces so far. The authors
of [72] learn face embeddings in a self-supervised man-
ner by predicting the motion field between two facial im-
ages. The authors of [66] propose to combine several facial
representations learned using an autoencoding framework.
In this work, we explore learning facial representations in
an unsupervised manner using the state-of-the-art method
of [9] and show how to effectively fine-tune the learned rep-
resentations to the various face analysis tasks of our bench-
mark.

3. Method
Supervised deep learning directly applied to large la-

belled datasets is the de facto approach to solving the most
important face analysis tasks. In this section, we propose
to take a different path to solving face analysis based on
the following 2-stage pipeline: (task agnostic) network pre-
training followed by task adaptation. Importantly, we argue
that network pre-training should be actually considered as
part of the method and not just a simple initialization step.
We explore two important aspects of network pre-training:
(1) the method used, and (2) the dataset used. Likewise,
we highlight hyper-parameter optimization for task adap-
tation as an absolutely crucial component of the proposed
pipeline. Finally, we emphasize the importance of evalu-
ating face analysis on low data regimes, too. We describe
important aspects of the pipeline in the following sections.

3.1. Network Pre-training

Supervised pre-training of face networks on ImageNet or
VGG datasets is not new. We use these networks as strong
baselines. For the first time, we comprehensively evaluate
their impact on the most important face analysis tasks.
Unsupervised pre-training: Inspired by [22, 43, 26, 9], we
explore, for the first time in literature, large-scale unsuper-
vised learning on facial images to learn a universal, task-
agnostic facial representation. To this end, we adopt the
recently proposed SwAV [9] which simultaneously clusters
the data while enforcing consistency between the cluster as-
signments produced for different augmentations of the same
image. The pretext task is defined as a “swapped” predic-
tion problem where the code of one view is predicted from
the representation of another:

L(z0, z1) = `(z0,q1) + `(z1,q0), (1)

where z0, z1 are the features produced by the network for
two different views of the same image and q0,q1 their cor-
responding codes computed by matching these feature us-
ing a set of prototypes. ` is a cross-entropy (with tempera-
ture) loss. The full training details are available in the sup-
plementary material.

3.2. Pre-training Datasets

With pre-training being now an important part of the
face analysis pipeline, it is important to investigate what
datasets can be used to this end. We argue that supervised
pre-training is sub-optimal due to two main reasons: (a) the
resulting models may be overly specialized to the source do-
main and task (e.g. face recognition pre-training) or be too
generic (e.g. ImageNet pre-training), and (b) the amount of
labeled data may be limited and/or certain parts of the nat-
ural data distribution may not be covered. To alleviate this,
for the first time, we propose to explore 4 facial datasets of
interest within unsupervised pre-training: (a) Large-Scale-
Face (> 5.0M ), (b) Full VGG-Face (∼ 3.4M ), (c) Small
VGG-Face (∼ 1M ), (d) Flickr-Face (∼ 1.5M ). We used
existing datasets to create Large-Scale-Face. Flickr-Face is
an uncurated dataset we created from Flickr images. See
also Section 4.

3.3. Facial Task Adaptation

End facial tasks: To draw as safe conclusions as possible,
we used a large variety of face tasks (5 in total) including
face recognition (classification), facial Action Unit inten-
sity estimation (regression), emotion recognition in terms
of valence and arousal (regression), 2D facial landmark lo-
calization (pixel-wise regression), and 3D face reconstruc-
tion (GCN regression). For these tasks, we used, in total, 10
datasets for evaluation purposes.
Adaptation methods: We are given a pre-trained model on
task m, composed of a backbone g(.) and a network head
hm(.). The model follows the ResNet-50 [27] architecture.
We considered two widely-used methods for task adapta-
tion: (a) Network fine-tuning adapts the weights of g(.) to
the new task mi. The previous head is replaced with a task-
specific head hmi(.) that is trained from scratch. (b) Linear
layer adaptation keeps the weights of g(.) fixed and trains
only the new head hmi(.). Depending on the task, the struc-
ture of the head varies. This will be defined for each task in
the corresponding section. See also Section 5.
Hyper-parameter optimization: We find that, without a
proper hyper-parameters selection for each task and setting,
the produced results are often misleading. In order to alle-
viate this and ensure a fair comparison, we search for the
following optimal hyper-parameters: (a) learning rate, (b)
scheduler duration and (c) backbone learning rate for the
pre-trained ResNet-50. This search is repeated for each
data point defined by the tuple (task, dataset, pre-training
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Figure 2: Facial landmark localization accuracy in terms of
NME (%) of 3 different pre-training methods for selected
combinations of hyperparameters. The labels on the fig-
ure’s perimeter show the scheduler length (first value) and
backbone relative’s learning rate (second value) separated
by an underscore. Each circle on the radar plot denotes a
constant error level. Points located closer to the center cor-
respond to lower error levels. Accuracy greatly varies for
different hyperparameters. See also text for details.

method and % of training data). In total, this yields in an ex-
traordinary number of experiments for discovering the opti-
mal hyperparameters.

Fig. 2 shows the importance of hyperparameters on ac-
curacy for the task of facial landmark localization. In par-
ticular, for 1 specific value of learning rate, about 40 dif-
ferent combinations of scheduler duration and backbone
relative’s learning rate are evaluated. 24 of those combi-
nations are placed on the perimeter of the figure. The 3
closed curves represent the Normalized Mean Error (NME)
for each hyperparameter combination for each pre-training
method. We observe that accuracy greatly varies for differ-
ent hyperparameters.

3.4. Few-shot Learning-based Evaluation

We explore, for the first time, evaluating the face mod-
els using a varying percentage of training data for each face
analysis task. Specifically, beyond the standard evaluation
using 100% of training data, we emphasize the importance
of the low data regime, in particular 10% and 2%, which has
a clear impact when new datasets are to be collected and an-
notated. The purpose of the proposed evaluation is not only
to show which method works the best for this setting but
also to draw interesting conclusions about the redundancy
of existing facial datasets. See also Section 6.

3.5. Self-distillation for Semi-supervised Learning

The low data regime of the previous section refers to
having both few data and few labels. We further pro-
pose to investigate the case of semi-supervised learning
[35, 76, 75, 12] where a full facial dataset has been collected
but only few labels are provided. To this end, we propose
a simple self-distillation technique which fully utilizes net-
work pre-training: we use the fine-tuned network to gener-
ate in an online manner new labels for training an identically
sized student model on unlabeled data. The student is ini-
tialized from a pre-trained model trained in a fully unsuper-
vised manner. The self-distillation process is repeated itera-
tively for T steps, where, at each step, the previously trained
model becomes the teacher. Formally, the knowledge trans-
fer is defined as argminθt L((f(x, θt−1), f(x, θt))), where
x is the input sample, θt−1 and θt are the parameters of the
teacher and the student, respectively, and L is the task loss
(e.g. pixel-wise `2 loss for facial landmark localization).

4. Ablation Studies

In this section, we study and answer key questions re-
lated to our approach.
Fine-tuning vs. linear adaptation: Our results, provided
in the supplementary material, show that linear adaptation
results in significant performance degradation. As our ul-
timate goal is high accuracy for the end facial task, linear
adaptation is not considered for the rest of our experiments.

Table 1: Comparison be-
tween the facial representa-
tions learned by MoCov2 and
SwAV, by fine-tuning the mod-
els on 2% of 300W and DISFA.

Method 300W DISFA

NME ICC

Scratch 13.5 .237
MoCov2 11.9 .280
SwAV 4.97 .560
SwAV (256) 5.00 .549

How much facial data
are required? Unlike
supervised, unsupervised
pre-training does not re-
quire labels and hence it
can be applied easily to all
types of combinations of
facial datasets. Then, a
natural question arising is
how much data is needed
to learn a high-quality rep-
resentation. To this end,
we used 3 datasets of vary-
ing size. The first one,
comprising ∼ 3.3M images, is the original VGG-Face
dataset (VGG-Face). The second comprises ∼ 1M images
randomly selected from VGGFace2 (VGG-Face-small).
The last one, coined as Large-Scale-Face, comprises over
5M images, and is obtained by combining VGG-Face,
300W-LP [86], IMDb-face [67], AffectNet [44] and Wider-
Face [79]. We trained 3 models on these datasets and evalu-
ated them for the tasks of facial landmark localization, AU
intensity estimation and face recognition. As the results
from Table 2 show, VGG-Face vs. VGG-Face-small yields
small yet noticeable improvements especially for the case



of 2% of labelled data. We did not observe further gains by
training on Large-Scale-Face.

Table 2: Impact of different datasets on the facial represen-
tations learned in an unsupervised manner for the tasks of
facial landmark localization (300W), AU intensity estima-
tion (DISFA) and face recognition (IJB-B).

Data
amount

Unsup.
Data

300W DISFA IJBB

NME ICC 10−4

100%

VGG-Face-small 3.91 .583 0.910
VGG-Face 3.85 .598 0.912

Large-Scale-Face 3.83 .593 0.912
Flickr-Face 3.86 .590 0.911

10%

VGG-Face-small 4.37 .572 0.887
VGG-Face 4.25 .592 0.889

Large-Scale-Face 4.30 .597 0.892
Flickr-Face 4.31 .581 0.887

2%

VGG-Face-small 5.46 .550 0.729
VGG-Face 4.97 .560 0.744

Large-Scale-Face 4.98 .551 0.743
Flickr-Face 5.05 .571 0.740

Curated vs. uncurated datasets: While the previous sec-
tion investigated the quantity of data required, it did not ex-
plore the question of data quality. While we did not use any
labels during the unsupervised pre-training phase, one may
argue that all datasets considered are sanitized as they were
collected by human annotators with a specific task in mind.
In this section, we go beyond sanitized datasets, by creating
a completely uncurated, in-the-wild, dataset, coined Flick-
Face, of ∼ 1.5M facial images by simply downloading
images from Flickr (using standard search keywords like
“faces”, “humans”, etc.) and filtering them with a face de-
tector (the dataset will be made available). We then trained
a model on it and evaluated it on the same tasks/datasets
of the previous section. Table 2 shows some remarkable
results: the resulting model is on par with the one trained
on the full VGG-Face dataset (Section 5 shows that it out-
performs all other pre-training methods, too). We believe
that this result can pave a whole new way to how practition-
ers, both in industry and academia, collect and label facial
datasets for new tasks and applications.
Pre-training task or data? In order to fully understand
whether the aforementioned gains are coming from the un-
supervised task alone, the data, or both, we pre-trained
a model on ImageNet dataset using both supervised and
unsupervised pre-training. Our experiments showed that
both models performed similarly (e.g. 4.97% vs 5.1% on
300W@2% of data) and significantly more poorly than
models trained on face datasets. We conclude that both un-
supervised pre-training and data are required for high ac-

curacy.
Effect of unsupervised method: Herein, we compare the
results obtained by changing the unsupervised pre-training
method from SwAV to Moco-v2 [26]. Table 1 shows that
SwAV largely outperforms Moco-v2, emphasizing the im-
portance of utilizing the most powerful available unsuper-
vised method. Note, that better representation learning as
measured on imagenet, doesn’t equate with better represen-
tation in general [13], hence way it’s important to validate
the performance of different methods for faces too. Further-
more, we evaluated SwAV models using different batch-
sizes which is shown to be an important hyper-parameter.
We found both models to perform similarly. See SwAV
(256) in Table 1 for the model trained with batch-size 256.
With small batch-size training requires less resources, yet
we found that it was prolonged by 2×.
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Figure 3: Effectiveness of network pre-training on self-
distillation for the tasks of facial landmark localization.
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Figure 4: Self-distillation accuracy (for facial landmark lo-
calization) vs. (left) amount of unlabeled data (100% corre-
sponds to 300W), and (right) number of distillation steps.

Self-distillation for semi-supervised learning: Herein, we
evaluate the effectiveness of network pre-training on self-
distillation (see Section 3.5) for the task of semi-supervised
facial landmark localization (300W). See supplementary for
results on AU intensity estimation (DISFA).

We compare unsupervised vs. supervised pre-training on
VGG-Face as well as training from scratch. These networks
are fine-tuned on 300W using 100% and, the most interest-
ing, 10% and 2% of the data. Then, they are used as students
for self-distillation. Fig. 3 clearly shows the effectiveness of
unsupervised student pre-training.



Furthermore, a large pool of unlabelled data was formed
by 300W, AFLW [32], WFLW [73] and COFW [4, 20]), and
then used for self-distillation. Fig. 4 (left) shows the impact
on the accuracy of the final model by adding more and more
unlabelled data to the self-distillation process. Clearly, self-
distillation based on network pre-training is capable of ef-
fectively utilizing a large amount of unlabelled data. Fi-
nally, Fig. 4 (right) shows the impact of the number of self-
distillation steps on accuracy.

Table 3: Supervised pre-training applied to different
datasets. The models are evaluated for AU intensity esti-
mation on DISFA.

Data
amount

Pretrain. method

Sup. (ImageNet) Sup. (VGG-F) Sup. (300W)

100% .560 .575 .463

10% .556 .560 .460

1% .453 .542 .414

Other supervised pre-training: Our best supervised pre-
trained network is that based on training CosFace [69] on
VGG-Face. Herein, for completeness, we compare this to
supervised pre-training on another task/dataset, namely fa-
cial landmark localization. As Table 3 shows, the super-
vised pre-trained model on VGG-Face outperforms it by
large margin. This is expected due to the massive size of
VGG-Face.

5. Main Results

In this section, we thoroughly test the generalizability of
the universal facial representations by adapting the resulting
models to the most important facial analysis tasks. The full
training and implementation details for each of this tasks
can be found in the supplementary material. Training code
will also be made available.
Data & label regime: For all datasets and tasks, we used
fine-tuning for network adaptation using 3 data and label
regimes: full (100%), low (10%) and very low (2% or less).
Models compared: For unsupervised network pre-training,
we report the results of two models, one trained on the full
VGG-Face and one on Flickr-Face. These models are de-
noted as Ours (VGG-F) and Ours (Flickr-F). These mod-
els are compared with supervised pre-training on ImageNet
and VGG-Face (denoted as VGG-F), as well as the model
trained from scratch. Comparison with SOTA: Where pos-
sible, we also present the results reported by state-of-the-art
methods for each task on the few-shot setting. Finally, for
each task, and, to put our results into perspective, we report
the accuracy of a state-of-the-art method for the given task.
We note however, that the results are not directly compa-

rable, due to different networks, losses, training procedure,
and even training datasets.

5.1. Face Recognition

For face recognition, we fine-tuned the models on the
VGGFace [7] and tested them on the IJB-B [71] and IJB-
C [42] datasets. The task specific head h(.) consists of a
linear layer. The whole network was optimized using the
CosFace loss [69]. Note that, for this experiment, since
training was done on VGGFace [7], the results of supervised
pre-training on VGG-Face are omitted (as meaningless).
Results are shown in Table 4. Both Ours (VGG-F) and Ours
(Flickr-F) perform similarly and both they outperform the
other baselines by large margin for the low (10%) and very
low (2%) data regimes. For the latter case, the accuracy
drops significantly for all cases.

5.2. Facial Landmark Localization

.
We fine-tuned the pre-trained models for facial landmark

localization on 300W [56], AFLW-19 [32], WFLW [73]
and COFW-68 [4, 20] reporting results in terms of
NMEinter-ocular [56] or NMEdiag [32]. We followed the cur-
rent best practices based on heatmap regression [3]. In or-
der to accommodate for the pixel-wise nature of the task,
the task specific head h(.) is defined as a set of 3 1×1 conv.
layers with 256 channels, each interleaved with bilinear up-
sampling operations for recovering part of the lost resolu-
tion. Additional high resolution information is brought up
via skip connections and summation from the lower part of
the network. Despite the simple and un-optimized architec-
ture we found that the network performs very well, thanks
to the strong facial representation learned. All models were
trained using a pixel-wise MSE loss.
Results are shown in Table 5: unsupervised pre-training
(both models) outperform the other baselines for all data
regimes, especially for the low and very low cases. For
the latter case, Ours (VGG-F) outperforms Ours (Flickr-F)
probably because Ours (VGG-F) contains a more balanced
distribution of facial poses. The best supervised pre-training
method is VGG-F showing the importance of pre-training
on facial datasets.

Furthermore, Table 6 shows comparison with few very
recent works on few-shot face alignment. Our method
scores significantly higher across all data regimes and
datasets tested setting a new state-of-the-art despite the
straightforward network architecture and the generic nature
of our method.

5.3. Action Unit (AU) Intensity Estimation

We fine-tuned and evaluated the pre-trained models for
AU intensity estimation on the corresponding partitions of
BP4D [65, 82] and DISFA [41] datasets. The network head



Table 4: Face recognition results in terms of TAR for various FARs on IJB-B and IJB-C.

Data
amount

Pretrain.
method

IJB-B IJB-C

10−6 10−5 10−4 10−3 10−2 10−6 10−5 10−4 10−3 10−2

100%
Scratch 0.389 0.835 0.912 0.950 0.975 0.778 0.883 0.931 0.961 0.981

Sup. (ImageNet) 0.390 0.843 0.912 0.950 0.975 0.831 0.891 0.931 0.961 0.981
Ours (Flickr-F) 0.406 0.834 0.911 0.951 0.975 0.807 0.880 0.932 0.962 0.982
Ours (VGG-F) 0.432 0.835 0.912 0.950 0.976 0.882 0.882 0.932 0.961 0.981

10%
Scratch 0.326 0.645 0.848 0.926 0.965 0.506 0.7671 0.8840 0.940 0.721

Sup. (ImageNet) 0.320 0.653 0.858 0.926 0.966 0.503 0.779 0.891 0.941 0.973
Ours (Flickr-F) 0.334 0.758 0.887 0.940 0.970 0.715 0.834 0.909 0.952 0.978
Ours (VGG-F) 0.392 0.784 0.889 0.941 0.972 0.733 0.847 0.911 0.953 0.977

2%
Scratch 0.086 0.479 0.672 0.800 0.909 0.400 0.570 0.706 0.829 0.922

Sup. (ImageNet) 0.264 0.553 0.694 0.820 0.915 0.493 0.599 0.723 0.841 0.928
Ours (Flickr-F) 0.282 0.558 0.740 0.870 0.944 0.486 0.649 0.786 0.891 0.954
Ours (VGG-F) 0.333 0.547 0.744 0.873 0.948 0.455 0.637 0.786 0.893 0.956

SOTA (from paper) [16] 0.401 0.821 0.907 0.950 0.978 0.0.767 0.879 0.929 0.964 0.984

Table 5: Facial landmark localization results on 300W (test
set), COFW, WFLW and AFLW in terms of NMEinter-ocular,
except for AFLW where NMEdiag is used.

Data
amount

Pretrain.
method 300W COFW WFLW AFLW

100%

Scratch 4.50 4.10 5.10 1.59
Sup. (ImageNet) 4.16 3.63 4.80 1.59
Sup. (VGG-F) 3.97 3.51 4.70 1.58
Ours (Flickr-F) 3.86 3.45 4.65 1.57
Ours (VGG-F) 3.85 3.32 4.57 1.55

10%

Scratch 6.61 5.63 6.82 1.84
Sup. (ImageNet) 5.15 5.32 6.56 1.81
Sup. (VGG-F) 4.55 4.46 5.87 1.77
Ours (Flickr-F) 4.31 4.27 5.45 1.73
Ours (VGG-F) 4.25 3.95 5.44 1.74

2%

Scratch 13.52 14.7 10.43 2.23
Sup. (ImageNet) 8.04 8.05 8.99 2.09
Sup. (VGG-F) 5.45 5.55 6.94 2.00
Ours (Flickr-F) 5.05 5.18 6.53 1.86
Ours (VGG-F) 4.97 4.70 6.29 1.88

SOTA (from paper) [70] 3.85 3.45 4.60 1.57
SOTA (from paper) [34] - - 4.37 1.39

h(.) is implemented using a linear layer. The whole network
is trained to regress the intensity value of each AU using an
`2 loss. We report results in terms of intra-class correlation
(ICC) [59].
Results are shown in Table 7: unsupervised pre-training
(both models) outperform the other baselines for all data
regimes. Notably, our models achieve very high accuracy
even for the case when 2% of data was used. Supervised
pre-training on VGG-F also works well.

Table 6: Comparison against state-of-the-art in few-shot fa-
cial landmark localization.

300W 100% 10% 1.5%

RCN+ [28] 3.46 4.47 -
TS3 [18] 3.49 5.03 -
3FabRec [1] 3.82 4.47 5.10
Ours (VGG-F) 3.20 3.48 4.13

AFLW 100% 10% 1%

RCN+ [28] 1.61 - 2.88
TS3 [18] - 2.14 -
3FabRec [1] 1.87 2.03 2.38
Ours (VGG-F) 1.54 1.70 1.91

WFLW 100% 10% 0.7%

SA [50] 4.39 7.20 -
3FabRec [1] 5.62 6.73 8.39
Ours (VGG-F) 4.57 5.44 7.11

Furthermore, Table 6 shows comparison with very recent
works on semi-supervised AU intensity estimation. We note
that these methods had access to all training data; only the
amount of labels was varied. Our methods, although trained
under both very low data and label regimes, outperformed
them by a significant margin.

5.4. Emotion Recognition

We fine-tuned the models for valence and arousal esti-
mation on the well-established AffectNet [44]. We report
results in terms of RMSE and CCC [54] (for other metric
see supplementary). The task specific head h(.) is a linear
layer that regresses the valence and arousal values and also
predicts the basic emotion classes. The network was trained



Table 7: AU intensity estimation results in terms of ICC on
BP4D and DISFA.

Data
amount

Pretrain.
method

DISFA BP4D

finetune linear finetune linear

100%

Scratch .318 - .617 -
Sup. (ImageNet) .560 .316 .708 .587
Sup. (VGG-F) .575 .235 .700 .564
Ours (Flickr-F) .590 .373 .715 .599
Ours (VGG-F) .598 .342 .719 .610

10%

Scratch .313 - .622 -
Sup. (ImageNet) .556 .300 .698 .573
Sup. (VGG-F) .560 .232 .692 .564
Ours (Flickr-F) .581 .352 .699 .603
Ours (VGG-F) .592 .340 .706 .604

1%

Scratch .237 - .586 -
Sup. (ImageNet) .453 .301 .689 .564
Sup. (VGG-F) .542 .187 .690 .562
Ours (Flickr-F) .571 .321 .695 .596
Ours (VGG-F) .560 .326 .694 .592

SOTA (from paper) [46] 0.57 - 0.72 -

Table 8: Comparison against the state-of-the-art in semi-
supervised AU intensity estimation. Results for each indi-
vidual AU can be found in the supplementary material.

Method Data
amount

Dataset

DISFA BP4D

KBSS [83] 1% .350 .645
KJRE [85] 6% .350 .600
CLFL [84] 1% .408 .680
SSCFL [57] 2% .413 .680

Ours (VGG-F) 1% .574 .707

to jointly minimise the RMSE and CCC losses for valence
and arousal, and the cross-entropy loss for classification.
Results are shown in Table 9: again, for all data regimes,
our unsupervised models outperform the supervised base-
lines.

5.5. 3D Face Reconstruction

We fine-tuned all models on the 300W-LP [86] dataset
and tested them on AFLW2000-3D [86]. Our task specific
head is implemented with a GCN based on spiral convolu-
tions [38]. The network was trained to minimise the `1 dis-
tance between the predicted and the ground truth vertices.
Results are shown in Table 10: it can be seen that, for all
data regimes, our unsupervised models outperform the su-
pervised baselines. Supervised pre-training on VGG-F also
works well.

Table 9: Valence and arousal estimation results in terms of
RMSE and CCC on AffectNet.

Data
amount

Pretrain.
method

Valence Arousal

RMSE CCC RMSE CCC

100%

Scratch 0.370 0.695 0.339 0.611
Sup. (ImageNet) 0.360 0.705 0.327 0.620
Sup. (VGG-F) 0.369 0.706 0.330 0.624
Ours (VGG-F) 0.356 0.710 0.326 0.629

10%

Scratch 0.402 0.625 0.366 0.536
Sup. (ImageNet) 0.383 0.654 0.351 0.566
Sup. (VGG-F) 0.401 0.636 0.372 0.532
Ours (VGG-F) 0.382 0.678 0.344 0.599

2%

Scratch 0.453 0.515 0.400 0.422
Sup. (ImageNet) 0.411 0.557 0.362 0.456
Sup. (VGG-F) 0.416 0.607 0.384 0.485
Ours (VGG-F) 0.370 0.593 0.338 0.471

SOTA (from paper) [33] 0.35 0.71 0.32 0.63

Table 10: 3D face reconstruction reconstruction in terms of
NME (68 points) on AFLW2000-3D.

Data
Pretrain. method

Scratch Sup.
(Imagenet)

Sup.
(VGG-F)

Ours
(Flickr-F)

Ours
(VGG-F)

100% 3.70 3.58 3.51 3.53 3.42

10% 4.72 4.06 3.82 3.81 3.72

2% 7.11 6.15 4.42 4.50 4.31
SOTA (from paper) [14]: 3.39

6. Discussion and Conclusions

Several conclusions can be drawn from our results:
Unsupervised pre-training followed by task-specific fine-
tuning provides very strong baselines for face analysis.
For example, we showed that such generically built base-
lines outperformed recently proposed methods for few-
shot/semi-supervised learning (e.g. for facial landmark lo-
calization and AU intensity estimation) some of which are
based on quite sophisticated techniques. Moreover, we
showed that unsupervised pre-training largely boosts self-
distillation. Hence, it might be useful for newly-proposed
task-specific methods to consider such a pipeline for
both development and evaluation especially when newly-
achieved accuracy improvements are to be reported.

Furthermore, these results can be achieved even by sim-
ply training on uncurated facial datasets that can be readily
downloaded from image repositories. The excellent results
obtained by pre-training on Flickr-Face are particularly en-
couraging. Note that we could have probably created a bet-



ter and more balanced dataset in terms of facial pose by
running a method for facial pose estimation.

When new datasets are to be collected, such powerful
pre-trained networks can be potentially used for minimiz-
ing data collection and label annotation labour. Our re-
sults show that many existing datasets (e.g. AFLW, DISFA,
BP4D, even AffectNet) seem to have a large amount of
redundancy. This is more evident for video datasets (e.g.
DISFA, BP4D).

Note that by no means our results imply or suggest that
all face analysis can be solved with small labelled datasets.
For example, for face recognition, it was absolutely neces-
sary to fine-tune on the whole VGG-Face in order to get
high accuracy.
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